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ABSTRACT

In this paper, we propose a fast, effective and practical algo-
rithm for image quality assessment (IQA). Recently, a new
free energy theory was revealed in the field of brain science,
which illustrates that the human visual system (HVS) always
strives to comprehend the input visual signal by reducing the
undetermined portions. Inspired by this, our previous work
recently designed a valid reduced-reference (RR) free energy
based distortion metric (FEDM) using linear autoregressive
model. Despite of fairly well performance, the FEDM is yet
difficult to work in real-time applications owing to its weak
portability and considerable computational load. Using an al-
ternative way, this paper approaches the free energy related
mechanism in human brains with JPEG and JPEG2000 com-
pressions. The proposed metric can work quickly and prac-
tically in that it is realized with highly developed and wide-
ly employed image compression methods. Results of experi-
ments on the most popular publicly-available LIVE database
demonstrate the effectiveness of the proposed RR algorithm
over classical full-reference PSNR and SSIM as well as state-
of-the-art RR IQA metrics.

Index Terms— Image quality assessment (IQA),
reduced-reference (RR), free energy theory, human visual
system (HVS)

1. INTRODUCTION

Nowadays, hundreds of thousands of images or video frames
are being broadcasted to human consumers every moment.
An accompanying problem is that an enormous amount of
workers are also required to guaranty the visual quality of
those images or frames, which are easily deteriorated by dis-
turbing noise, a Rayleigh fast-fading channel and etc. So the
work to monitor and control the image or video frame qual-
ity yet hire very few employees is extremely desired in the
present time [1]. The image quality assessment (IQA), due
to its outstanding ability to approximate human visual per-
ception to image quality, is usually considered to be a good
choice to cope with this problem.

Existing IQA methods are broadly categorized into sub-
jective assessment and objective assessment. The former
plays a crucial role because it provides the testing images
and their real human quality ratings (e.g. the famous LIVE
[2]) to testify the performance of objective IQA algorithms,
although subjective assessment methods are expensive, labo-
rious, time-consuming and not practical for real-time appli-
cations. As a result, more and more objective IQA metrics
have been developed to fast and accurately evaluate image
quality using various kinds of mathematical models. Accord-
ing to the availability of the original references, we can fur-
ther divide the objective assessment into three classes. The
first class is full-reference (FR) IQA methods, (e.g. mean
squared error (MSE) and structural similarity index (SSIM)),
which suppose the original image signals are entirely known
[3]-[16]. However, we cannot acquire the original image in
most applications, and this makes the FR approaches unable
to work. Consequently, the studies of reduced-reference (RR)
IQA methods, which only utilize part of the original image
as features, are recently in the stage of booming evolution for
high accuracy [17]-[22]. For instance, the free energy based
distortion metric (FEDM) [17] was inspired by the free ener-
gy principle to approximate the internal generative model of
the human brain [23]-[24] .

Despite of the emergence of a vast majority of IQA al-
gorithms, very few of them (e.g. MSE and SSIM) have
been integrated into existing image/video image processing
systems, and this is always resulted from the limitations of
computational complexity, portability and the requiremen-
t of the entire original image. A natural question to ask is
whether we can design an effective IQA method to over-
come those limitations stated above. So this paper makes
a good effort to propose the Free Energy based Metric with
JPEG/JPEG2000 (FEMJ). The FEMJ is motivated by the re-
cent revealed free energy principle [23]-[24], similar to our
early exploited FEDM. Instead of the linear autoregressive
(AR) model used in FEDM [17], the proposed FEMJ adopts
widely employed and highly developed JPEG and JPEG2000
(JP2K) compression methods, leading to less computation-
al load and strong portability. Furthermore, the FEMJ only



needs one number as the RR features, and this makes it even
act as a blind IQA metric since we can encode that number
precisely with very few bits in the header’s file.

The remainder of this paper is processed as follows. Sec-
tion 2 first reviews the free energy based human theory before
proposing the FEMJ method. In Section 3, experimental re-
sults on the most famous LIVE image quality database justify
and compare the performance of the FEMJ with some main-
stream FR IQA algorithms and existing RR methods, and fur-
thermore, we also analyze the reason why the proposed FEMJ
can work fast and practically. In the final, we conclude this
paper in Section 4.

2. THE FEMJ METRIC

Most existing IQA algorithms mainly target to low level fea-
tures, such as structural information, image gradient, and
phase congruency. However, we believe that the visual quali-
ty of images should also highly connected to the psychologi-
cal mechanism of perception in the human brain. Recently,
Friston et al. revealed the free energy based human theory
to explain and unify several brain theories in biological and
physical sciences about human action, perception and learn-
ing [23]-[24]. Similar to the Bayesian brain hypothesis [25]
that has been widely used in ensemble learning, the free ener-
gy principle makes a basic premise that the cognitive process
is controlled by an internal generative model in the human
brain. With this generative model, the human brain can pre-
dict those encountered scenes in a constructive manner.

In essential, this constructive model is a probabilistic
model that can be separated into a likelihood term and a pri-
or term. Visual perception is then to inverting this likelihood
term, in order to infer the posterior possibilities of the given
scene. It is very natural that there always exists a gap between
the encountered scene and brain’s prediction, because the in-
ternal generative model cannot be universal. We believe that
the gap between the external input and its generative-model-
explainable part is very closely related to the visual quality of
perceptions, and thereby can measure the image quality.

Specifically, we assume that the internal generative mod-
el G is parametric for visual perception, and the perceived
scenes can be explained by adjusting the vector θθθ of parame-
ters. Given an image I , its ‘surprise’ (determined by entropy)
is evaluated by integrating the joint distribution P (I,θθθ|G)
over the space of model parameters θθθ

− logP (I|G) = − log

∫
P (I,θθθ|G)dθθθ. (1)

We then introduce an auxiliary term Q(θθθ|I) into both the de-
nominator and numerator in Eq. (1) to derive:

− logP (I|G) = − log

∫
Q(θθθ|I)P (I,θ

θθ|G)
Q(θθθ|I)

dθθθ. (2)

Using the Jensen’s inequality, we can easily obtain the fol-
lowing relationship from Eq. (2):

− logP (I) ≤ −
∫
Q(θθθ|I) log P (I,θ

θθ)

Q(θθθ|I)
dθθθ. (3)

The right hand side of Eq. (3) is the upper bound by a term
called ‘free energy’, which is defined by

J(θθθ) = −
∫
Q(θθθ|I) log P (I,θ

θθ)

Q(θθθ|I)
dθθθ. (4)

It is clear that the free energy is a discrepancy measure
between the input image and its best explanation inferred by
the internal generative model, and it thereby presents itself
as a natural proxy for psychically quality of images. We ac-
cordingly define a perceptual distance between the reference
image Ir and its distorted counterpart Id as the absolute dif-
ference of the two images in free energy as

FEDM(Ir, Id) =
∣∣J(θ̂θθr)− J(θ̂θθd)∣∣ (5)

with

θ̂θθr = argmin
θθθr

J(θθθ|G, Ir),

θ̂θθd = argmin
θθθd

J(θθθ|G, Id).

The G was chosen to be the linear AR model in our previ-
ous work for its ability to approximate a wide range of natural
scenes by varying its parameters and for its simplicity. The
AR model is defined as

xn = χχχk(xn)λλλ+ εn (6)

where xn is a pixel in question, χχχk(xn) is a vector consisting
of k nearest neighbors of xn,λλλ = (λ1, λ2, ..., λk)

T is a vector
of AR coefficients, and εn is additive Gaussian noise term
with zero mean. So the free energy of the reference image Ir
is quantified by the entropy between itself and the predicted
version Ip by

J(Ir) = −
255∑
i=0

Pi(Ĩr) log Pi(Ĩr) (7)

where Pi(Ĩr) indicates the probability density of grayscale i
in Ĩr that is calculated by

Ĩr = Ir − Ip = Ir −R(Ir) (8)

with
R(xn) = χχχk(xn)λλλest (9)

where λλλest is the optimal estimate of AR coefficients for xn
using the least square method. Similarly, the free energy of
the distorted image Id is accordingly defined.



We list the performance indices and the run time of the
FEDM in Table 1-2. It is apparent that the FEDM achieves
fairly well performance yet requires a great deal of rum time.
And furthermore, one of the most important functions of IQA
methods is used for instruction and optimization in real-time
applications. But unfortunately, the AR prediction model is
still needed to inserted into the image/video processing sys-
tems to be used, rendering the FEDM not portable. Aiming
to solve this problem, we in this paper remodify the FEDM
with the highly developed and widely employed JPEG and
JP2K compression methods to propose the fast, effective and
practical FEMJ algorithm.

More precisely, we compute the G using JPEG/JP2K
compression method, and redefine the free energy of the ref-
erence image Ir by

J ′(Ir) = −
255∑
i=0

Pi(Ĩ
′
r) log2 Pi(Ĩ

′
r) (10)

where Pi(Ĩr) indicates the probability density of grayscale i
in Ĩr that is computed by

Ĩ ′r = Ir − I ′p = Ir − F (Ir) (11)

with F (Ir) is evaluated using the ‘imwrite’ command with
JPEG/JP2K compression in Matlab. In a similar way, we can
estimate the free energy J ′(Id) of the distorted image Id. At
last, the FEMJ is calculated by introducing the J ′(Ir) and
J ′(Id) into Eq. (5). An important note is that both JPEG and
JP2K compressions operate very quickly and have been wide-
ly integrated into most image/video processing systems so as
to make the FEMJ very portable. Besides, we can adaptive-
ly choose JPEG or JPEG2000 compression to compute the
FEMJ according to the applicable conditions.

3. EXPERIMENTAL RESULTS

We conducted five classical FR and RR IQA algorithms for
comparison. They include FR PSNR and SSIM1, RR FEDM,
SDM2, and the proposed FEMJ. We first follow the sugges-
tion given by VQEG [26] to map the objective predictions of
those five methods to subjective scores using a four-parameter
logistic function based nonlinear regression:

Quality(q) =
ρ1 − ρ2

1 + exp(−(q − ρ3)/ρ4)
+ ρ2 (12)

with q and Quality(q) being the input score and the mapped
score. The free parameters ρ1 to ρ4 are to be determined dur-
ing the curve fitting process. We then use three frequently
employed performance measures, Pearson Linear correlation

1Other FR IQA methods are not very practical in real-time applications
owing to their complicated models and large computational load.

2Most of other RR IQA algorithms require a great amount of RR features,
rendering them unable to use in real-time applications.

Table 1. Pearson Linear correlation coefficient (PLCC), Spearman
rank-order correlation coefficient (SROCC) and root mean-squared
error (RMSE) values (after nonlinear regression) of PSNR, SSIM,
FEDM, SDM and the proposed FEMJ algorithms on five image sub-
sets of different distortion categories in the LIVE database.

Pearson linear correlation coefficient (PLCC)

Algorithm JP2K JPEG AGWN Blur FF

PSNR 0.8996 0.8879 0.9858 0.7835 0.8895
SSIM 0.9410 0.9504 0.9695 0.8743 0.9428
FEDM 0.9260 0.9210 0.9253 0.7355 0.8410
SDM 0.9447 0.9569 0.9789 0.9252 0.9316
FEMJ (JPEG) 0.9627 0.9659 0.9446 0.9294 0.8866
FEMJ (JP2K) 0.9109 0.9131 0.9529 0.9726 0.9049

Spearman rank-order correlation coefficient (SROCC)

Algorithm JP2K JPEG AGWN Blur FF

PSNR 0.8954 0.8809 0.9854 0.7823 0.8907
SSIM 0.9355 0.9449 0.9629 0.8944 0.9413
FEDM 0.9200 0.9226 0.9152 0.7594 0.8229
SDM 0.9439 0.9447 0.9729 0.9342 0.9384
FEMJ (JPEG) 0.9581 0.9702 0.9523 0.9452 0.8744
FEMJ (JP2K) 0.9222 0.9164 0.9473 0.9714 0.9147

Root mean-squared error (RMSE)

Algorithm JP2K JPEG AGWN Blur FF

PSNR 11.017 14.653 4.7027 11.478 13.015
SSIM 8.5349 9.9070 6.8533 8.9643 9.4963
FEDM 9.5226 12.409 10.613 12.516 15.410
SDM 8.2737 9.2455 5.7166 7.0095 10.357
FEMJ (JPEG) 6.8253 8.2452 9.1854 6.8192 13.175
FEMJ (JP2K) 10.410 12.987 8.4871 4.2908 12.122

coefficient (PLCC), Spearman rank-order correlation coeffi-
cient (SROCC), and root mean-squared error (RMSE) as sug-
gested by VQEG [26] to further evaluate the prediction ac-
curacy of those testing five IQA metrics on the most popular
LIVE database. We tabulated and compared the performance
indices in Table 1, and displayed the scatter plots of the FEMJ
(using JPEG and JP2K) on five various distortion categories
in the LIVE database in Fig. 1-2.

It is easy to find from Table 1 that the proposed FEMJ
is superior to the classical full-reference PSNR and match-
able with the popular full-reference SSIM. As compared with
reduced-reference FEDM and SDM methods, the FEMJ has
also acquired very encouraging results. And furthermore, our
FEMJ has a considerably low computation complexity and
very strong portability, since both JPEG and JP2K compres-
sions can operate quickly and have been widely integrated
into most existing applications. As illustrated in Table 2, we
compare the rum time of those five IQA approaches used in



Fig. 1. Scatter plots of DMOS vs. the proposed FEMJ (JPEG) (after nonlinear regression) on five different distortion categories
in the LIVE database.

Table 2. The average run time of PSNR, SSIM, FEDM, SDM and
the proposed FEMJ algorithms for per image on the LIVE database.

Algorithm Average run time (second per image)

PSNR 0.0070
SSIM 0.0719
FEDM 80.856
SDM 0.0973
FEMJ (JPEG) 0.0684
FEMJ (JP2K) 0.0924

this research, and prove the fast implementation of the pro-
posed FEMJ metric. In addition, we want to emphasize two
points: 1) the JPEG or JPEG2000 compression can be adap-
tively selected for the FEMJ according to different applicable
conditions; 2) the FEMJ only needs one number so as to make
itself even act as a blind IQA metric by encoding that number
precisely with very few bits in the header’s file.

4. CONCLUSION

In this paper, we propose a novel Free Energy based Metric
with JPEG/JPEG2000 (FEMJ) based on the recent revealed
free energy based brain theory, which illustrates that the HVS
always attempts to perceive the input image signal by discard-
ing the uncertain parts. In this implementation, we utilize the
highly developed JPEG and JPEG2000 compression methods
that are widely used in most existing image/video process-
ing systems to realize the FEMJ, so as to render it fast and
practical. We conduct comparative studies of our FEMJ and

popular full-reference PSNR and SSIM methods and state-of-
the-art reduced-reference FEDM and SDM approaches, and
confirm the effectiveness in experimental results.
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